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LITERATURE REVIEW

There have been many successful attempts at recognizing different types of food items using neural networks, although recent research has shown that deep learning techniques also managedto achieve good results. S. Mezgec and B. K. Seljak stated in their paper that, *“Deep learning achieved considerably better results in this field, as deep learning is a fully automatic machine learning approach, and is therefore more appropriate for food image recognition”*. Throughout their research, an architecture called *“NutriNet”* was created and used to recognize food items/beverages. The main difference in this architecture is that both segmentation and the classification of the image where being dealt with in the one single network. At the time of the release of this paper, both authors claimed that the provided solution achieved many results which better than others in the field which is always an intriguing factor when comparing any sort of result. For possible continuation on their research, the idea of approaching food weight estimation by using reference objects which could be anything which proves to be a of adequate size was also mentioned.

Fast R-CNN was also researched in 2017 when processing food images and detecting what each item is. *“In Fast R- CNN, region proposals are generated from a feature map of the entire image,so that CNN is used only once. Then, bounding boxes and class scores for each category are estimated from a region proposal finally. Thus, Fast R-CNN realizes high- speed and highly accurate detection.”* [[2].](#_bookmark12) Ege and Yanai stated that at the time, recognition of food photos have proven to work and have also been released, but not many are capable of detecting multiple dishes in the same image, it is why they opted to use Faster R-CNN. This algorithm makes use of RPN(Regional Proposal Networks) as an extra step before CNN to provide more accurate results with smaller executions times. RPN uses anchor boxes to generate proposals, these proposals can be referred to as the location of each

different object found in an image. In order to properly test the algorithm a dataset with multiple food dishes in one image was created with different school lunch items, these where also combined together with the *UEC FOOD-100* [[3]](#_bookmark13) which included multi-label food images with bounding box annotations. With regards to the classification of each food item, the extracted results from the proposed method exerted a *”mean average precision”* with an impressive result of 90.7%, but there is still room for improvement if this ought to be used on a daily basis and in real life scenarios. The paper also included calorie estimation of multiple food items on one lunch-room tray. A data set of calorie annotated images were used in order to train the model with the use of Chainer, a deep learning framework. By using Chainer, the researchers were able to output the calories directly from a photo by extracting each bounding box found in the image to separate each item, then adding up the total of each estimated calorie per bounding box to create the total calories in the image. The results for the calorie estimation still had a lot to be improved on, as most images had an approximation of 40% error.

Tiankaew, Chunpongthong and Mettanant also gave their take on food image processing when they developed an application which can recognize up to 13 different Thai food classes.These individuals opted to make use of a custom modified version of *“VGG19 CNN”*.*“We remove three fully connected layers from VGG19, and replace them with a fully connected layer with 1024 nodes, followed by a dropout layer, another fully connected layer with 1024 nodes, and the output layer with 13 nodes using softmax as its activation function, respectively.””* [[4].](#_bookmark14) An interesting approach which the research took was that instead of opting to gather the images themselves, a script was written which accesses Google images via the food class name in order to retrieve images of the food items. With this approach they managed to gather a good dataset of 7,632 images without having to manually take these images or pay to get them taken. The only manual work needed was then to re-size and clean the images. Whilst they did include an option to track the calories of each food item based on the images, it seems as if this being calculated via a static table. For example, the class *Fried Rice*, would be equal to 600 calories without taking into consideration the portion size and proportion of the item based off of a calibration object to be able to calculate the scale factor. Having said this, the authors did also mention that there can be improvements made with the predictions of calories.

In 2017 Matterport inc. released an open source code for their implementation of Mask R-CNN in which many people had contributed in implementing this method to various different topics [[5].](#_bookmark15) This repository was an extremely good introduction to what Mask R-CNN can provide in many different scenarios whilst keeping a high level of accuracy in most cases. Apart from the high levels of accuracy being generated from this algorithm, the most interesting aspect of it was that one would be able to not only analyze a bounding box around the object being analyzed in the image, but also provide the exact pixels where it is located. This extra layer of

pixel by pixel detection is what differs between Faster R-CNN and Mask R-CNN, it is why many people in the past have opted to call it, it’s predecessor. In 2018 K. He, G. Gkioxari,

1. Dollar and R. Girshick mentioned these differences in their paper on Mask-RCNN, whilst also stating their new and improved version would *“outperform all existing single- model attempts”* [[6].](#_bookmark16) Results also speak for themselves since they have also stated that they show top results in all three tracks of the COCO suite of challenges, including instance segmentation,bounding-box object detection, and person key point detection [[6].](#_bookmark16) Being able to have the extra layer mentioned in the algorithm provided a great possibility of calculating the weight of a food item’s with greater accuracy since food can’t always be shown in the exact shape and form. This was researched specifically by researchers in the Department of Computer Science found in Taiwan due to finding out many problems in the everyday diet of Taiwanese people [[7].](#_bookmark17) They made use of two main dataset’s, these being the *Food-256* and*VillaCafe* dataset’s which where made up of around 16 different food classes when combined together. Many different portions sizes where taken into consideration so that they had varied results whilst always keeping a fixed photograph angle and fixed image size as to reduce the number of variables present which could affect the final results. To analyze the relationship between the ratio of each food item with the actual portion in reality, linear regression was made use of to try and predict the actual weight based of the previous record. Using these techniques they have managed achieve results of above 96% in all metrics used with regards to the classification of the food classes and an average absolute error of 8.22 when estimating the weight of the food items from a total of 320 points.

During the conference on *Multimedia Information Process- ing and Retrieval* in 2019, researchers focused on Calorie Esti- mation from food images, had the opportunity to review their different attempts using varies different methodologies. Five main works where being mentioned, *CaloireCam, Region- Segmentation based food calorie estimation, AR DeepCalo- rieCam V2, DepthCalorieCam and RiceCalorieCam* [[8].](#_bookmark18) The researchers described ”CalorieCam” to be a mobile application capable of estimating the calories with the help of an object which can be determined upon setting up the application in order to make it easier for people to use items which they can carry around anywhere like a wallet or credit card. Once an estimate of how big the food item is in context to the personal belonging, clustering, segmentation and CNN based recognition is done on an engine found on the smartphone it’s self. They stated that currently it is taking around 0.2 seconds on an android phone to be able to compute the estimation. With the ”CalorieCam” it was always assumed by the researchers that there would only be one food item to recognize in the picture, which limited the application quite a bit, this is why they introduced CNN-based region proposals in the second work mentioned. In the *Segmentation Based Calorie Estimation* work, area ratios from multiple foods are taken into consideration in order to calculate calories for differentfood classes in one image without having to take more then a single photo. When discussing the 3rd piece of work which is the ”AR DeppCalorieCam”, the researchers stated that the previous works are very similar but in this case an inertial sensor which built into a smartphone is also used. This was used to be able to directly detect the size of the food item without having a reference object in the image it’s self. The framework from Apple ”ARKit” was used to do so. Getting rid of the reference object makes the software even more use- able on a day to day basis where life is very fast, and having to always use a specific object to detect the calories on a plate of food might be found tedious. Another feature which iPhone provided which helped to create another version of their previous works, was the multi-camera feature. These cameras could be used as stereo cameras, so by knowing the distance between each back camera they where able to calculate the the actual sizes of objects based on triangula- tion. The application was implemented on iPhone and called ”DepthCalorieCam”. When comparing ”CalorieCam”, ”AR CalorieCam” and ”DepthCalorieCam”, the results showed that ”DepthCalorieCam” was providing very small margin’s of error when compared to the previous two. Having said this, when ”CalorieCam” and ”AR CalorieCam” where compared, the results where quite different because in each of the 3 food classes chosen, which where ”pork with sauce”, ”fried chicken” and ”croquettes”, the results varied. In some cases ”CalorieCam” performed better and achieved more accurate results and other times it was the other way round. The Azumio Team released their original mobile application called *Calorie Mama AI: Diet Counter* which was one of the first ever fully functioning AI application available for anyone with a smartphone, whilst providing accurate tracking. This was first released in 2017 with the developers stating that the app is capable of learning continuously whilst providing real time estimations [[9].](#_bookmark19) Recently in July of 2021 a case study was launched to test Image recognition applications, particularly using Calorie Mama as their main study [[10].](#_bookmark20) The individuals taking part in the case study made use of two testing techniques, manual and automated testing in order to see how the application would perform. The main differences between the two techniques where that in automated testing developers wrote scripts to test the application and made use of tools to generate the necessary images for detection. When around 400 different cuisines where tested, the app resulted a 33% failure rate whilst giving them 43.75% failure rate when using automated testing. Even though the rates seem to be quite large .Unfortunately the algorithm being used is not shared with the general public so it is not possible to know what they are using to get such great results, but an application like this shows large possibilities that if one makes use of the correct algorithm an everyday usable application can be used. When it came to understanding what and how other data sets are being used for image processing, some key features from each set where identified. The Food 101 data set, was a very common choice for many people, it having fifteen- thousand plus Citations as can be analyzed from Table [I.](#_bookmark2)

This is because it is made up of a large number of images, food items and categories, making it a very good starting point for anyone who would want to classify a larger number of categories.

Seven out of the nine data sets also had multiple number of labels for each image, this means that if there were two food items in a single image, there would be a label representing both these items for the same image. Unlike the Food 101 [[11]](#_bookmark21) and Food 50 [[12],](#_bookmark22) the data sets only offered single labels per image which might not be adequate if one would like to test his concept on multiple items in one image.

A feature which only the UNIMIB2016 [[13]](#_bookmark23) data set offered was the ready-made data annotations. These annotations were created in a COCO format [[14]](#_bookmark24) where each food item had a Bounding Box and its Segmentation. This would be of great help because it would not require for and individual to annotate each image one by one, thus resulting in data set which would require less preparation. Below one can find a list of food image datasets which have been analyzed, while also giving some important information on each table in tabular form.

1) Food 101, [[11]](#_bookmark21)

2) Food 50, [[12]](#_bookmark22)

3) UEC FOOD-100, [[3]](#_bookmark13)

4) UNIMIB2016, [[13]](#_bookmark23)

* 1. AIFood, [[15]](#_bookmark25)
  2. VireoFood-172, [[16]](#_bookmark26) 7) Food524DB, [[17]](#_bookmark27)

8) Food475DB, [[18]](#_bookmark28)

9) UEC FOOD-256, [[19]](#_bookmark29)

TABLE I

DATA-SET COMPARISON.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **#** | **Images** | **Categories** | **Citations** | **Annotations** | **Labels** |
| 1 | 101,000 | 101 | 15,800 | No | Single |
| 2 | 15,770 | 50 | N/A | No | Single |
| 3 | 9,060 | 100 | N/A | No | Multiple |
| 4 | 1,027 | 73 | N/A | Yes | Multiple |
| 5 | 372,095 | 24 | 287 | No | Multiple |
| 6 | 110,241 | 172 | N/A | No | Multiple |
| 7 | 247,636 | 524 | 33 | No | Multiple |
| 8 | 247,636 | 475 | 33 | No | Multiple |
| 9 | 31,397 | 256 | N/A | No | Multiple |

Shown in the below Table, one can find some results from different research papers, each paper making use of different methods and approaches to the image processing of food. From the first glance one can see that there are already a substantial amount of good results, thus giving the option to experiment with multiple techniques.

Since this research is partly focused around the recognition of food items in an image, a confusion matrix to describe the performance of this classification is extremely use-full to better visualize the predicted/actual results. This can be shown in Table [III.](#_bookmark4)

With the results from Table [III,](#_bookmark4) the evaluation metrics can be derived by exchanging the abbreviations in the equations below with the numeric values obtained from the matrix.

TABLE II

FOOD RECOGNITION RESULTS

**Study Data set Algorithm Accuracy**

|  |  |  |  |
| --- | --- | --- | --- |
| [[20]](#_bookmark30) | Thai Fast Food | Deep Learning | 88.33% |
| [[21]](#_bookmark31) | Custom-made data set | Multi-View Multikernel SVM | Multikernel SVM: 70-100%  Singlekernel SVM: 60-90% |
| [[22]](#_bookmark32) | FOOD-5K  FOOD-11 FOOD-101 | Deep Feature Extraction via CNN | 99.00%  88.08%  79.86% |
| [[23]](#_bookmark33) | UEC-FOOD100 | CNN | 60.90% |
| [[13]](#_bookmark23) | UNIMIB2015 | CNN | 99.03% |
| [[24]](#_bookmark34) | ETH Food-101 | Ensemble Net CNN | 73.50% |
| [[7]](#_bookmark17) | Food-256  Ville Cafe | Mask R-CNN | 99% |

TABLE III

FOOD ITEMS EVALUATION METRICS

**Predicted**

FoodItem Not-FoodItem

**Actual** FoodItem

TP

Not-FoodItem FN

FP TN

1. **Accuracy (ACC)** - A calculation used in order to see in general, how often the classifier is correct.

*TP* + *TN*

*Accuracy*(*ACC*) =

*P* + *N*

(1)

1. **Precision (PPV)** - When the classifier predicts a correct value, how correct is it?

*Precision*(*PPV* ) =

*TP*

*TP* + *FP*

(2)

1. **Recall (TPR)** - When the classifier correctly identifies a positive value, is the item actually positive?

*TP*

*Recall*(*TPR*) =

*P*

1. **F1 Score** - A measure of a the classifier’s accuracy.

2*TP*

*F* 1*Score* =

2*TP* + *FP* + *FN*

(3)

(4)

1. **True Negative Rate (TNR)** - When The object is

actually false, how often does the classifier predict no?

*TN*

*TNR* = (5)

*TN* + *FP*
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